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ABSTRACT
When neural circuits develop abnormally due to different genetic deficits and/or environmental insults, neural computations and the behaviors that rely on them are altered. Computational theories that relate neural circuits with specific quantifiable behavioral and physiological phenomena, therefore, serve as extremely useful tools for elucidating the neuropathological mechanisms that underlie different disorders. The visual system is particularly well suited for characterizing differences in neural computations; computational theories of vision are well established, and empirical protocols for measuring the parameters of those theories are well developed. In this article, we examine how psychophysical and neuroimaging measurements from human subjects are being used to test hypotheses about abnormal neural computations in autism, with an emphasis on hypotheses regarding potential excitation/inhibition imbalances. We discuss the complexity of relating specific computational abnormalities to particular underlying mechanisms given the diversity of neural circuits that can generate the same computation, and we discuss areas of research in which computational theories need to be further developed to provide useful frameworks for interpreting existing results. A final emphasis is placed on the need to extend existing ideas into developmental frameworks that take into account the dramatic developmental changes in neurophysiology (e.g., changes in excitation/inhibition balance) that take place during the first years of life, when autism initially emerges.
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The excitation/inhibition (E/I) imbalance hypothesis posits that autism is caused by abnormally high E/I ratios throughout the brain, due to excessive excitation, weak inhibition, or both (1–4). Evidence in favor of this hypothesis comes mostly from genetic association (5–7), postmortem (8,9), and animal model (10–13) studies. Furthermore, increased excitation and/or reduced inhibition are basic characteristics of epilepsy (14), which is a common comorbidity of autism (15,16). Indeed, many syndromic forms of autism including Rett, Dravet, Angelman, and fragile X syndromes and tuberous sclerosis are associated with high rates of epilepsy (17,18) and/or subclinical epileptiform activity (19).

When considering the potential cognitive and behavioral impact of E/I imbalances, it is important to consider the timing of their appearance. For example, individuals who develop epilepsy during adulthood exhibit some cognitive impairments but generally tend to live out full and productive lives (20). However, when epilepsy is evident during infancy or childhood, cognitive impairments tend to be much more severe (21), as is the case, for example, in infantile spasms (22) and Landau-Kleffner syndrome (23). This vulnerability to damage by early E/I imbalances may be associated with the closure of critical periods that solidify the function of neural circuits according to early neural activity (24).

The E/I balance changes dramatically during fetal development and in the first year of life. Most prominently, the existence of high intracellular chloride concentrations during fetal development means that gamma-aminobutyric acid (GABA) is an excitatory neurotransmitter during this period (25). The lack of inhibition during these early developmental periods is associated with giant depolarization potentials that are highly synchronized across vast neural populations of the developing brain (26). Establishing adult-like E/I balance involves a long sequence of developmental alterations as neurons migrate, differentiate, form synapses, and alter their intracellular ionic concentrations and membrane conductance properties (27,28). A critical stage of this maturation happens at birth, when neural systems are exposed to external input and activity-dependent plasticity takes on a leading role in shaping neural activity and architecture (29).

Losing development of the different sensory, motor, and cognitive systems is associated with considerable changes in neural selectivity and reliability, which are thought to depend largely on the maturation of inhibitory GABAergic interneurons during experience-dependent critical periods (30). Many physiological mechanisms are involved in developing and maintaining E/I balances throughout the brain (31), and different pathologies are therefore likely to be associated with distinct forms of spatiotemporal E/I imbalances. Consequently, neural computation in the adult brain relies on the proper early development and maintenance of the E/I balance.

In this article, we examine how computational theories, specifically those stemming from human visual psychophysics and related neuroimaging studies, may be used to inform us about the neuropathology of autism and the potential links to underlying E/I imbalances. Although neither psychophysics...
nor neuroimaging is capable of directly measuring synaptic excitation and inhibition, these two methodologies have the potential for offering valuable information when three conditions are met. First, the empirical phenomena must be detailed, robust, and replicable. Second, there must be a computational theory that accounts for the empirical findings and is able predict individual differences in perception and brain activity when tested in different situations and using different stimuli. Third, there needs to be sufficient physiological evidence elucidating the underlying circuit and cellular mechanisms that perform the computation. If all of these criteria are met, positive findings would not only provide support for the E/I imbalance hypothesis, but would also provide practical noninvasive measures (i.e., biomarkers) that could be used for diagnosis, tracking the efficacy of existing interventions, and testing new interventions. The visual system is particularly well suited for this particular program of research; computational theories of vision are well established, and empirical protocols for measuring the parameters of those theories are well developed.

**COMPUTATIONAL THEORY**

The neocortex has a modular design with modular circuits and with modular computations. Anatomical evidence suggests the existence of canonical microcircuits that are replicated across cortical areas (32,33). Consequently, it has been hypothesized that the brain relies on a set of canonical neural computations, repeating them across brain regions and sensory modalities and thereby applying similar operations of the same form, hierarchically, to achieve different behavioral goals (34–38). Examples of proposed canonical computations include feedforward selectivity (39), habituation/adaptation (40), oscillatory synchronization (41), divisive normalization (38), and predictive coding (42). The great power of these mathematical models is that they can accurately explain a variety of robust perceptual and behavioral phenomena, regardless of how they may be implemented in neural circuits of different brain areas and species (e.g., see Normalization, below). Identifying abnormalities in specific computations in individuals with particular psychiatric and neurodevelopmental disorders would, therefore, be extremely useful for characterizing the neuropathology or neuropathologies apparent in each disorder.

Although this logic is very appealing, empirical studies that have used computational theories to try to explain perceptual and behavioral differences in autism have reported inconsistent results. We discuss some of these efforts and consider how they may be improved in the future while keeping in mind that 1) autism is a family of distinct biological disorders (43,44) in which different individuals likely exhibit abnormalities in different computations and 2) autism is a developmental disorder, and it is essential to acquire empirical evidence at early ages to determine the validity of potential findings (i.e., existence of altered computations) during autism onset (45).

**BINOCULAR RIVALRY**

A perceptual phenomenon called binocular rivalry occurs when incompatible monocular images are presented to the two eyes (46,47). For example, when one eye is presented with an oriented grating and the other eye is presented with an orthogonally oriented grating, separate neural populations in early visual cortex represent each of the stimuli and actively compete, such that observers experience alternating periods of dominance in which one grating is visible and the other is invisible or nearly invisible. Several computational models have been proposed to characterize the alternating periods of perceptual dominance experienced during rivalry [e.g., (48–50)]. These models rely on a balance of excitation and inhibition between neurons representing the two competing percepts, so that when one percept is dominant the other percept is suppressed. The models typically include subtractive inhibition (possibly GABA mediated) to account for the ability of the currently dominant neural ensemble to suppress the competing neural ensemble, and adaptation or noise/variability to account for alternations between percepts and the neural ensembles that represent them. An E/I imbalance in autism would, therefore, be expected to generate several perceptual changes that can be measured with simple behavioral/psychophysical methods. Such psychophysical measures could then be applied in a computational model to estimate the underlying levels of neural excitation and inhibition.

To test this hypothesis, we conducted two experiments with high-functioning adults with autism and with IQ- and age-matched control subjects (51). In the first experiment, we examined mixed perception during presentation of traditional rival stimuli. Typically, when the two eyes are presented with incompatible images, perception alternates between the two eyes. However, a mixture of the two images may be perceived for a portion of the time. Using model simulations, we determined that low levels of either cortical inhibition or cortical excitation would cause an increase in mixed perception. In the second experiment, we measured the speed of alternation from one percept to the other by presenting large rival stimuli that create traveling waves in which the dominance of one percept emerges locally and then expands to overtake the other. Using model simulations, we determined that low levels of inhibition or high levels of excitation would cause an increase in the speed of traveling waves. The two experiments were, therefore, complementary tests of the E/I imbalance hypothesis, to distinguish atypical levels of excitation from atypical levels of inhibition. A high E/I ratio would be evident in high traveling wave speeds. A high level of both excitation and inhibition would be evident in a low proportion of mixed perception and slow traveling wave speeds. Normal excitation and inhibition levels would be evident in a normal proportion of mixed perception and normal travelling wave speeds. Surprisingly, the empirical data revealed no significant differences in any of these measures across autism and control groups, and no evidence for a relationship between the binocular rivalry measures and the severity of autism.

In contrast with our findings, two subsequent studies using either gratings or objects as stimuli reported that the dynamics of binocular rivalry are different in autism (52,53). Specifically, individuals with autism demonstrated a slower rate of binocular rivalry alternations and longer durations of mixed percepts than matched control subjects. Applying these psychophysical findings to the computational models described above (51)
suggests that individuals with autism have weaker inhibition than control subjects. A follow up study using magnetic resonance spectroscopy reported that GABA levels in visual cortex were similar across the autism and control groups, but revealed that the typical correlation between binocular rivalry dynamics and GABA levels that appears across control individuals was absent in the individuals with autism (54).

Assuming that the computational models of binocular rivalry are correct, these findings suggest that there may be differences in inhibition levels in at least some individuals with autism, which are not associated with a general decrease in GABA concentrations. Possible explanations may include differences in the amount or function of GABA receptors (5–7). Although these results are inspiring, it will be important to determine why they were not apparent in our earlier experiments. A possible explanation may be that differences in binocular rivalry dynamics may be apparent only in some, but not in all, individuals with autism, an idea consistent with the growing recognition that there may be multiple autisms. Furthermore, developing protocols for examining binocular rivalry in young children will be necessary to determine whether similar findings are apparent during early stages of autism development.

NORMALIZATION

Divisive normalization is a canonical computation that explains stimulus-evoked neural responses apparent in many brain systems across multiple species (38,55). The defining characteristic of normalization is that the response of each neuron is divided by a factor that includes the summed activity of a pool of neurons. For example, in V1, the normalization pool (the neurons that contribute to the denominator) may include neurons selective for a range of orientations and spatial positions (i.e., receptive field locations). Normalization thereby predicts and explains well-documented neuronal effects, such as cross-orientation suppression in which the response of a V1 neuron to its preferred orientation is suppressed when the stimulus is superimposed with an orthogonal orientation. The extent to which the response is suppressed (i.e., normalized) depends on the relative contrasts of the two orthogonal orientations (38). Analogous psychophysical effects are evident in orientation-discrimination thresholds, which are higher when a cross-orientation mask is added to the stimuli (56). Normalization can be implemented in a recurrent neural circuit using a variety of distinct mechanisms. For example, normalization is implemented by GABA-mediated presynaptic inhibition in the olfactory system of the fruit fly (57,58), but it seems to be implemented by a decrease in excitation (59), rather than by GABA inhibition, in at least some parts of mammalian cortex (60). Regardless of the underlying mechanism, examining psychophysical phenomena associated with normalization (e.g., cross-orientation suppression) in individuals with autism would offer a powerful tool for characterizing potential E/I imbalances in autism.

With this in mind, it has recently been proposed that autism may be characterized by abnormal divisive normalization due to weak inhibition (61). Part of the support for this conjecture is a study that reported differences in spatial suppression in children with autism (62). Spatial suppression is a perceptual phenomenon that describes a counterintuitive reversal of motion perception (63). The observer’s task is to report the direction of motion (right or left) of a vertically oriented grating pattern (alternating dark–bright stripes). The phenomenon is quantified by measuring duration thresholds: the minimal duration for which performance is reliably better than chance. Both the size and contrast of the grating are varied across trials. When typical observers view low-contrast stimuli, the duration thresholds are shorter (performance is better) as stimulus size increases. However, for high-contrast stimuli, the duration thresholds are longer (worse performance) for larger stimulus sizes. That is, the direction of motion is harder to perceive correctly even though the grating pattern is more readily visible (large and high contrast). It has been hypothesized that this phenomenon can be explained by normalization, which predicts stronger inhibition in responses to higher contrasts. Because children with autism exhibited more accurate motion perception than the control group at higher contrasts (62), it was suggested that children with autism have abnormal normalization due to weak inhibition (61).

Spatial suppression experiments with typical participants, however, have revealed several findings that are not compatible with normalization. First, motion perception is adversely affected only for opposite (e.g., right/left) and not for orthogonal (e.g., rightward/upward) motion directions (unpublished observations). Second, the effect is specific to duration thresholds, and not to other measures of motion perception such as direction-discrimination thresholds (DJ Heeger, Ph.D., unpublished observations, 2014). Third, typical observers consistently perceive the motion direction of large, high-contrast gratings as moving in the opposite direction of their physical motion (e.g., leftward motion is reliably perceived as rightward, and vice versa) (64,65). Normalization, however, predicts that motion direction would become indistinguishable (i.e., performance should be at chance level) rather than reliably perceived as the opposite of the stimulus motion. So it is unlikely that spatial suppression can be explained by the normalization model. It may therefore be misleading to apply the normalization model to interpret psychophysical findings from spatial suppression experiments in terms of excitation and inhibition levels. Although there may be differences in spatial suppression between children with autism and control subjects, they do not necessarily indicate a problem with normalization or inhibition. Therefore, further studies about E/I imbalances in autism would benefit from using standard psychophysical and neuroimaging protocols that have been developed to measure normalization, such as cross-orientation suppression and surround suppression (38,56,66,67).

RELIABILITY OF SENSORY-EVOKED RESPONSES

The original E/I imbalance hypothesis of autism proposed that E/I imbalances would generate abnormally noisy/variable neural activity (1). Several psychophysicists have indeed reported greater trial-to-trial variability in ratings of tactile pleasantness (68) or roughness (69). Individuals with autism also exhibit more variable movement kinematics, as documented by several motor control studies (70). Furthermore, high-functioning adults with autism exhibit excessive trial-to-trial variability in functional magnetic resonance imaging...
responses of visual, auditory, and somatosensory cortices (71,72). Similarly, adolescents with autism exhibit excessive variability in visually evoked potentials measured with electroencephalography (73). Note that in both functional magnetic resonance imaging and electroencephalography studies, the mean response amplitudes were statistically indistinguishable across groups, but trial-to-trial variability in evoked responses was significantly greater in autism.

Although the behavioral and clinical significance of behavioral and neural variability are topics of active research (74), there is, as yet, no computational theory that predicts the magnitude of neural response variability in typical individuals or relates variability to specific (or altered) levels of excitation or inhibition. This issue is further complicated by the fact that neural and behavioral variability changes dramatically throughout development, with children exhibiting far larger variability than adults (75,76). Hence, the ability to use behavioral or neural variability measures as quantitative indicators of E/I balance will require the development of a corresponding computational theory.

MINIMIZING ENERGY, MAXIMIZING INFORMATION TRANSFER

Maintaining a gross E/I balance in the brain is a fundamental necessity due to the limited availability of energy. The human brain consumes about 20% of the body’s energy during rest in adulthood and about 50% in childhood (77). Most of this energy is used for neural signaling/spiking (78), which requires maintaining and restoring ionic balances (Na⁺/K⁺ and Ca²⁺) and recycling the glutamate that is released by excitatory neurons that comprise 80–90% of the neurons in the cortex (79). The energy cost of neural spiking is so high that only a small fraction of the neurons in the brain can be active concurrently (80) and then require fast irrigation with oxygenated blood at a level that is proportional to the amplitude of neural activity (81,82). When neural energy requirements are not met due to a shortage of oxygen, neurons are notoriously susceptible to damage and cell death, as in, for example, cases of ischemia (83).

Neural systems in the adult brain, therefore, maximize information transfer while minimizing firing rates (84,85). This is achieved by different types of inhibitory interneurons that quickly respond to excitatory neural activity and counter excitatory synaptic currents with equally strong inhibitory currents (86). When functioning correctly, this tightly orchestrated balancing act not only dampens excitation (i.e., limits overall spike rates), but also synchronizes neural activity by forming oscillations at specific frequencies (87) and sharpens the tuning of sensory neurons to specific sensory features (88) and temporal events (89). Although the E/I balance can change dynamically across different brain states (90) and task demands (91), numerous homeostatic mechanisms ensure that it remains within a limited range (31,92).

Neural circuits adapt through development, presumably to optimize particular homeostatic criteria. These homeostatic criteria are not (yet) known, but it is reasonable to hypothesize, for example, that a circuit aims to maintain a particular level (averaged over a period of time) of mean response amplitudes. Neural circuits with deficits in synaptic function also adapt through development toward the same (or similar) homeostatic criteria as intact circuits. If there is a deficit in a particular GABA receptor subunit, for example, then the circuit will upregulate other inhibitory mechanisms and/or downregulate excitatory mechanisms. In doing so, however, some other aspect of circuit function might be lost. Continuing with the same example, attempting to optimize mean responses might require sacrificing response reliability. Any number of physiological deficits might affect the mean responses, thereby invoking similar compensatory processes. Consequently, different deficits (caused by different genetic predispositions or environmental insults) might lead through development to a similar outcome. The compensatory processes will rely, however, on the availability of functioning mechanisms, so two individuals with the same initial deficit might rely on different compensatory mechanisms because of different genetic backgrounds or developmental histories. Consequently, it should not be surprising that the same initial deficit (either genetic or environmental) can lead, through development, to different outcomes. So, even in the best-case scenario, a common developmental outcome would be applicable to only a subpopulation of individuals with autism, and heterogeneity would be evident across the population.

Developing and testing computational theories that specify the homeostatic criteria that are being optimized during development could go a long way toward understanding when different initial deficits lead to common outcomes or when common initial deficits lead to different outcomes (e.g., different subtypes of autism, or different types of developmental disorders). We are neither advocating more research into the sequence of steps that occurs during development nor advocating more research into the mechanisms of development, but rather suggesting a complementary line of research to characterize optimization criteria at a computational or normative level of abstraction. For example, perhaps neural circuits develop under the constraints of minimizing energy utilization while maximizing information transfer, analogous to minimizing energy and maximizing entropy in a physical system. Characterizing the optimized performance parameters and their development across the lifespan will provide new ways of determining how different individuals with neurodevelopmental disorders deviate from the norm. We suggest that this will yield important information for understanding their underlying neuropathologies.

CONCLUSIONS

Although there is indeed evidence that larger E/I ratios may contribute to the abnormal development of autism, it is important to remember that other studies have reported decreased E/I ratios in autism. These include reports of several autism animal models that exhibit abnormally low excitation (93), abnormally high inhibition (94), or a mixture of different imbalances in different brain areas (95). These findings demonstrate the heterogeneity of underlying etiologies in different subgroups of individuals with autism, which have also been acknowledged repeatedly in genetic studies (43,44). With this in mind, we suggest that using psychophysics and neuroimaging techniques along with computational theories, as described throughout this article, may offer a fruitful way of
identifying and characterizing specific subgroups of individuals with autism who share more homogeneous etiologies. Furthermore, computational theories that can explain developmental changes and potential neurodevelopmental abnormalities are currently missing, and their development is highly warranted.
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